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+ RCAST, The University of Tokyo

- | love data science with Python

+ www.tsjshg.info
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- | wrote many books about Python, data

science and algorithm

- After Al, | think the next hot topic will be

mathematical optimization.
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Al 1s strongly supported by semantic vector representations
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semantically good vector representation of images, words and sentences are essential key
technigues for modern amazing Al advancements.

What Is ChatGPT Doing ... and Why Does It Work? (very good introduction for today’s LLM-based generative Al)
https://writings.stephenwolfram.com/2023/02 /what-is-chatgpt-doing-and-why-does-it-work/
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Preprint

ICLR: IN-CONTEXT LEARNING OF REPRESENTATIONS
LLMOZ7OY IV ZPPUVITTETIL
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Recent work has demonstrated that semantics specified by pretraining data influ- . -
ence how representations of different concepts are organized in a large language rep re Sentat|0n S) %]:ZE 7%
model (LLM). However, given the open-ended nature of LLMs, e.g., their ability
to in-context learn, we can ask whether models alter these pretraining semantics
to adopt alternative, context-specified ones. Specifically, if we provide in-context
exemplars wherein a concept plays a different role than what the pretraining data

suggests, do models reorganize their representations in accordance with these * The pa pel’ pI’O pOSGd the pOteﬂtia|

novel semantics? To answer this question, we take inspiration from the theory

of conceptual role semantics and define a toy “graph tracing” task wherein the " l '

nodes of the graph are referenced via concepts seen during training (e.g., apple, resea rCh d | I’eCtIOﬂ to el UC|date Why the
bird, etc.) and the connectivity of the graph is defined via some predefined struc-

ture (e.g., a square grid). Given exemplars that indicate traces of random walks on iﬂ -CO ntGXt |ea ' i N g iS SO eﬁe Ctive .

the graph, we analyze intermediate representations of the model and find that as

the amqunt of context is scaled, there is a sudden re-organization from pretrained . With O Ut a ny 'ﬁ N e—tu N i N g . in —CO nteXt

semantic representations to in-context representations aligned with the graph

structure. Further, we find that when reference concepts have correlations in their : .

semantics (e.g., Monday, Tuesday, etc.), the context-specified graph structure representatlcns Can mOd Ify the VeCtOI’
is still present in the representations, but is unable to dominate the pretrained struc-

ture. To explain these results, we analogize our task to energy minimization for representathn Of same wo rdS,
a predefined graph topology, providing evidence towards an implicit optimization

process to infer context-specified semantics. Overall, our findings indicate scaling

context-size can flexibly re-organize model representations, possibly unlocking

novel capabilities.

12/29, 2024 https://arxiv.org/abs/2501.00070



(a) Words on a grid

apple==>bird car egg
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(b) Data generation

Random walk on a grid:

"apple, bird, , , sun, , opera, ..." Co

(c) Emergent grid representation in context

ntext length: 200

Context length: 400 Context length: 1400

Figure 1. Alteration of representations in accordance with context-specified semantics (grid
structure). (a) We randomly arrange a set of concepts on a grid that does not reflect any correla-
tional semantics between the tokens. (b) We then generate sequences of tokens following a random
walk on the grid, inputting it as context to a Llama-3.1-8B model. (¢) The model’s mean token
representations projected onto the top two principal components. As the number of in-context ex-
emplars increases, there is a formation of representations mirroring the grid structure underlying the
data-generating process. Representations are from the residual stream activation following layer 26.
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(a) Words on a ring (c) Emergent ring representation in context

banana o Qapple Layer 1 Layer 6 Layer 16 Layer 26
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(b) Data generation = N\ ' ¥ T
S K
Randomly pick pairs of neighbors: T>.<, § £+ N Y ¥ P
(apple, banana), (orange, onion), *2 & o4 \ 1 \
(fig, carrot), (grape, lettuce), ... 8 __» % )8

Figure 2: Alteration of representations in accordance with context-specified semantics (ring
structure). (a) We randomly place concepts on a ring structure unrelated to their semantics. (b) We
then generate sequences of tokens by randomly sampling neighboring pairs from the ring which is
used as the input context to a Llama-3.1-8B model. (¢) The model’s mean representation of tokens
projected onto the top two principal components. As the number of in-context exemplars increases,
there is a formation of representations mirroring the ring structure underlying the data-generating
process. The representations are from the residual stream activations.
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The same results with circular layouts (left)
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Figure 3: In-context representations form in higher principal components in the presence
of semantic priors. (a) (Purple) Semantic links underlying days of the week. (Dashed blue) We
define a non-semantic graph structure by linking non-neighboring days and generate tokens from
this graph. (b) (Purple) The ring geometry formed by semantic links established during pre-training
remains intact in the first two principal components. (¢) (Dashed blue) The non-semantic structure
provided in-context can be seen in the third and fourth principal components. Note that the star
structure in the first two components (b), which match the ground truth graphical structure of our data

generating process (a), becomes a ring in the next two principal components (¢). The representations
are from the residual stream activation following layer 21.
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In case of weekday, we can see the in-context representation form only in third ant fourth
principal components not in first and second because the pertaining effects are strong.(right)
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It is similar to phase transition.

Dirichlet Energy. We measure the Dirichlet energy of our graph G’s structure by defining an
energy function over the model representations. Specifically, for an undirected graph G with n
nodes, let A € R™*" be its adjacency matrix, and & € R be a signal vector that assigns a value x;
to each node 7. Then the Dirichlet energy of the graph with respect to @ is defined as

Eg(z) =) Aij(zi—))°. (D)
i

For a multi-dimensional signal, the Dirichlet energy is defined as the summation of the energy
over each dimension. Specifically, let X € R"™*“ be a matrix that assigns each node i with a
d-dimensional vector x;, then the Dirichlet energy of X is defined by

d
Eg(X) =) > Ayj(@in—x0)° =) Aijlle: -z (2)
i

k=1 i,j

Overall, to empirically quantify the formation of geometric representations, we can measure the
Dirichlet energy with respect to the graphs underlying our data generating processes (DGPs) and
our mean token activations h®:

Eg(H'(T)) =) | Ai,llhi — RS, (3)
i.j
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Figure 4. A model continuously develops task representation as it learns to traverse novel
graphs in-context. We plot the accuracy of graph traversal and the Dirichlet energy of the graph,
computed from the model’s internal representations, as functions of context length. We note that
the Dirichlet energy never reaches a perfect zero—ruling out that the representations are learning a
degenerate structure, as was also seen in the PCA visualizations in Sec. 3. (a) A 4x4 grid graph with
16 nodes. (b) A circular ring with 10 nodes. (c) A “honey-comb” hexagonal lattice, with 30 nodes.

JOVIRIVIZPZUYITHMNEDTILLMDOFERGEZRET DIRR
LLM has inherent flexibilities that makes prompt engineering so effective.

BE&ETweet? —X—3VH D (you can see the movies explaining this research)
https://x.com/corefpark/status/18759298818565 73905
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Platonic representation hypothesis and its
Implications
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» |In our physical world, we can not
touch the objects of ideal world.
And there is only one ideal world
outside our real life. The concept
are compared with fixed person
Inside caves.
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Position: The Platonic Representation
Hypothesis

Minyoung Huh, Brian Cheung, Tongzhou Wang, Phillip Isola Proceedings of the 41st International
Conference on Machine Learning, PMLR 235:20617-20642, 2024.

Abstract

We argue that representations in Al models, particularly deep networks, are converging. First, we
survey many examples of convergence in the literature: over time and across multiple domains, the
ways by which different neural networks represent data are becoming more aligned. Next, we
demonstrate convergence across data modalities: as vision models and language models get larger,
they measure distance between datapoints in a more and more alike way. We hypothesize that this
convergence is driving toward a shared statistical model of reality, akin to Plato’s concept of an ideal
reality. We term such a representation the platonic representation and discuss several possible

selective pressures toward it. Finally, we discuss the implications of these trends, their limitations, and
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The Platonic Representation Hypothesis

Neural networks, trained with different objectives on
different data and modalities, are converging to a shared

A red sphere next
<
to a blue cone.

statistical model of reality in their representation spaces.

Figure 1. The Platonic Representation Hypothesis: Images (X)
and text (YY) are projections of a common underlying reality (4).
We conjecture that representation learning algorithms will con-
verge on a shared representation of Z, and scaling model size, as

well as data and task diversity, drives this convergence.

representation by different neural networks are becoming more aligned, and the

convergence phenomenon is multi-modal.

) =&

https://proceedings.mir.press/v235/huh24a.html
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Convergence to general competence
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Figure 2. VISION models converge as COM-
PETENCE increases: We measure align-
ment among 78 models using mutual nearest-
neighbors on Places-365 (Zhou et al., 2017), and
evaluate their performance on downstream tasks
from the Visual Task Adaptation Benchmark
(VTAB; Zhai et al. (2019)). LEFT: Models
that solve more VTAB tasks tend to be more

aligned with each other. Error bars show stan-
dard error. RIGHT: We use UMAP to embed

. . A
MAE models into a 2D space, based on distance =
g‘ilr;“as“ve — log(alignment). More competent and general
models (blue) have more similar representations.
llama3-70b
o 070
S llama-3
< 065 ‘ ’n ma-65b
wn
= 060 EElE
[, a-7b
T 055 ©lmo-7b ’enllama-13b‘
c gemma-2 ©penllama-7b
O
D 0.50 openllama-3b
(@) olmo-1b bloom-7.1b
(-
g 045 bloom-3b
- 0.40 5
;,Q bloom-1.7b
o 0.35 - bloom-1.1b
(el bloom-560m
030 T T 1 T T T 1
0.14 0.16 018 0.20 0.22 0.24 0.26

Alignment to VISION (DINOvV2)

78{ADBERET I Z LR

y=ay

n<

S5UL\EUH

LEIDEEEE(Emutual nearest neighbor
metriczF

(BEZRETHDaDFEEICE
DOHH D H = HUEL)

VTAB (BHREHEY RI DNV FI—2D) T

DMEEED K LV (Z

Yl

ZDF v T3

R

L

FEBWLTEITUWLWS

BRET )L ZLEER

THABULLET—(F. WikipediadD@ig &

VDT—Ytwv

FETINDYA X ZRIRUIZ/INTILF v —
~ (Hellaswagld RGN EZERP X Tlen
RICKBDXEEZT—F Y <)




Art|f|C|a| H|Vem|nd + The best paper award of 39th Conference on

Neural Information Processing Systems
(NeurlPS 2025)

%Artiﬁcia;givemind: h]/;hfl (?p(en-ljr;}ded H(;))mogeneity s KEEBREZEETILAENEHUUEELOSTILNEAET S
of Language Models (and Beyon - . .
EWVWSIRRZFMICHE

+ Survey for the phenomenon almost all LLM-

Liwei Jiang® Yuanjun Chai® Margaret Li® Mickel Liu®* Raymond Fok*

Nouha Dziri*  Yulia Tsvetkov® Maarten Sap®  Yejin Choi” ba Sed g enera tive A I res p on d i N same
# University of Washington < Carnegie Mellon University
* Allen Institute for Artificial Intelligence  *Lila Sciences ¥ Stanford University rea Cti on

lwjiang@cs.washington.edu

€) Code: https://github.com/liweijiang/artificial-hivemind
¥ INFINITY-CHAT Collection: 1iweijiang/artificial-hivemind

s BADRBRWEBRBZEDIINRYFI—DT -5 vY
pER

https://blog.neurips.cc/2025/11/26/announcing-the- + They developed the benchmark dataset called
neurips-2Uz5-best-paper-awards/ INFINITY-CHAT made of open-ended
guestions.

https://arxiv.org/abs/2510.22954
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Write a metaphor involving time.

Qwen3-32B
Qwen2-72B-Instruct
OLMo-2-1124-13B-Instruct
gwen-max-2025-01-25
claude-3-5-sonnet-20241022
® Llama-3.1-70B-Instruct
gpt-40-mini-2024-07-18
Llama-3.1-Tulu-3-70B
® Llama-3.3-70B-Instruct
gemini-1.5-pro

phi-4
DeepSeek-V3
® aya-expanse-32b
® Mistral-Large-Instruct-2411

gemini-2.0-flash
Mixtral-8x7B-Instruct-v0.1
gpt-40-2024-11-20
Qwenl.5-110B-Chat
gemma-2-27b-it
claude-3-sonnet-20240229
Qwen2.5-72B-Instruct
Llama-3.1-405B-Instruct-Turbo
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claude-3-opus-20240229
gwen-plus-2025-01-25
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gpt-40-2024-11-20: Time is a river, endlessly flowing, carrying
moments like leaves that drift away, never to return.

Qwen2.5-72B-Instruct: Time is a river, flowing silently and
ceaselessly, carrying leaves from birth to oblivion, each one a
story, a |ife, a moment that once was.

phi-4: Time is an invisible river, endlessly flowing, carrying
moments past like leaves caught in its current, each whispering
stories that dissolve into the vast ocean of eternity.

gpt-40-mini-2024-07-18: Time is a river, winding through the
landscape of our lives, carrying memories like fallen leaves,
some vibrant and golden, others brown and brittle, each
moment flowing past, never to be recaptured, yet shaping the
banks of who we are.

Mixtral-8x7B-Instruct-v0.1: Time is a relentless river, flowing
steadily forward, never pausing, never retreating, carrying us all
along in its current, whether we're ready or not. It's up to us to
swim against the stream or let the current take us where it will,
but either way, we can never truly escape its flow.

phi-4: Time is a silent weaver, meticulously threading moments

into the tapestry of our lives, each stitch a memory, and each

color a different phase, creating a masterpiece that tells the story

of who we were, are, and will become. °

Meta-Llama-3.1-405B-Instruct-Turbo: Time is a master weaver,

carefully threading moments into a tapestry of memories, each

strand intricately intertwined with the next, creating a complex P
and beautiful fabric that tells the story of our lives.

Llama-3.1-Tulu-3-70B: Time is the silent sculptor, chiseling

away at the clay of life with unseen hands. Each tick of the clock °
is a tap of the chisel, reshaping us and our world in its steady,

relentless rhythm. Time molds our ambitions into achievements,

our dreams into reality, and our love into memories. ...

Figure 1. Responses to the query “Write a metaphor about time” clustered by applying PCA to
reduce sentence embeddings to two dimensions. Each of the 25 models generates 50 responses using
top-p sampling (p = 0.9) and temperature = 1.0. Despite the diversity of model families and sizes,
the responses form just two primary clusters: a dominant cluster on the left centered on the metaphor
“time 1s a river,” and a smaller cluster on the right revolving around variations of “time is a weaver.”

25MDERZETILICH0]

ASYCRS
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25 distinct models made 50
responses per open-ended

questions.

-> Time is a river
-> time Is a weaver.
-> time is the silent sculptor.




gpt-40-2024-11-20 .
Q: Write a pun about peanut. (sim =.904) Overlapping text fragments

gpt-40-mini-2024-07-18
* : What did the peanut say when it was chasing another peanut? I'm gonna cashew!

claude-3-5-sonnet-20241022 ) . .
* : What did the peanut say when it was chasing someone? I'm gonna cashew!

claude-3-sonnet-20240229

Q: Create a description with 2-3 sentences for an iPhone case collection that is a

claude-3-opus-20240229 slim-fitted case with bold designs. (sim =.961)

Llama-3.3-70B-Instruct ' . . — .
& : Elevate your iPhone with our sleek, slim-fitted case collection

that combines minimalist design with bold, eye-catching patterns.
Crafted for style and protection, these cases offer a lightweight
feel without compromising on durability. Perfect for those who
want to make a statement while keeping their device safe.

Llama-3.1-70B-Instruct
Llama-3.1-405B-Instruct-Turbo

gemma-2-27b-it
@ : Elevate your iPhone with our slim-fitted case collection,
designed to combine sleek protection with bold, eye-
catching designs. Crafted for a perfect fit, these cases
enhance your device's style while keeping it lightweight
and easy to handle. Make a statement without
compromising on functionality or comfort!

gemini-2.0-flash
gemini-1.5-pro

gwen-max-2025-01-25

gwen-plus-2025-01-25
Q: Generate a motto for a social

media page focused on success,
wealth, and self-help. (sim = 1.0)

Qwen3-32B

Qwen2.5-72B-Instruct
(& : Empower Your Journey:
Unlock Success, Build Wealth,
Transform Yourself.

@ : Empower Your
Journey: Unlock

Success, Build
Wealth, Transform
Yourself.

Qwen2-72B-Instruct
Qwenl.5-110B-Chat
Mistral-Large-Instruct-2411

Mixtral-8x7B-Instruct-v0.1

OLMo-2-1124-13B-Instruct
Llama-3.1-Tulu-3-70B 4 - . : . . : : . . : : : : . : .82
c4ai-command-r-plus-08-2024 - . : : 69 : : : : 75
aya-expanse-32b .78

DeepSeek-V3 - & . : : : : . . : : . . : : : : . . : 79

phi-4
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HIZDETILEIDHBLE
Inter-model similarity

s BA—EFTILT 7IU—(IBPTULS
+ ChatGPT&Qwen(CDWTIERIDE
TIL 7=V —(CHBEDLSITEBLED
1A
+ same model family tends to be
similar.
» ChatGPT and Qwen are not in the
same family, they are questionably
similar.
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+ many models produced exactly same
phrases repeatedly.
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VERBALIZED SAMPLING: HOW TO MITIGATE MODE . httos://arxiv.ora/abs/2510.01171
COLLAPSE AND UNLOCK LLM DIVERSITY pose S . -
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i sh B + The phenomenon distinct LLM make similar
response is known as mode collapse

Problem: Typicality Bias Solution: Verbalized Sampling (VS) Mitigates Mode Collapse
Causes Mode Collapse

Different prompts collapse to different modes: —_ +
Tell me a joke about coffee : i i ¢ ;Q (j:b\% L\%}%xﬁtén Z L\%?b\ -'—3\——E3§ Z‘\;(-\j_]%
J 1. Direct Prompting : 2. Verbalized Sampling - / =
Diverse Base LLM | . y A\ ——
l 1 Generate 5 responses with their 75 @ D % >, 7‘8\ ) D ) I\ I \J/‘ ) %%?
g Why did the 0 Espresso may Tell me a JOke about coffee. X5 : COrreSpOnlding prObabilitieS. ;I<
7 coffee file... not solve all... ; lell me a joke about coffee. R . .
Cold brew is @ hy did the The most likely joke about coffee 1 The most likely set of five jokes will ey eve O pe SI e ro e Nngin ee r'n
just coffee... latte go to... is one specific joke: | cover a range of jokes:
‘ g lon for th blem
N
= Why did the coffee file a police report? I /ESPFGSSO may not solve all your problems,\ SO I Ut' O n O r t e p ro e o
o Because it got mugged! ®& sy | but it's a good shot. (Prob: 0.12)
. - . Why did the coffee file a police report? ) : Error 404: Coffee not found. Please restart
Typicality Bias Because it got mugged! = outputx2 J | human. (Prob: 0.07)
0-0-0-0 [Why did the coffee file a police report? 7\ : Why did the latte go to therapy? It had too
Because it got mugged! ®& output3 much foam to deal with. (Prob: 0.15) *g Q 0)1 * = % /— ij é % t g (_ ij'r\_ a_ % EE g/ 't L
P 1 ° AN
nl[ﬂJb Ampln‘]e.d. . Why did the coffee file a police report? R 1 | Cold brew is just coffee that took a gap Iﬁ [ -j- o \ ) IL;\ -‘J L)
Post-Training Because it got mugged! ®& outputx4 | 1 | year to find itself. (Prob: 0.07)
: : : y 1 :
n N N .. Why did the coffee file a police report? Coffee: because anger management is too j] é 5 t L 7)) I/ 7" |:
v v @ [Because it got mugged! ®© g gyoutput x5 | : \expensive. (Prob: 0.06) oo , -j- \ j / d\ /ZA

o Joy
Figure 1: We show that rypicality bias in preference data is a fundamental and pervasive cause of * “generate 5 I’eSpOnSGS Wlth th eir COrreSponding

mode collapse, reducing output diversity. As a solution, we propose Verbalized Sampling (VS), a cre . o
principled prompting method that returns distributions of responses, to improve diversity. P robabilities.
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SBHNSEZDSEBILTVTU VST (verbalized sampling) 70V 7 ~

Verbalized Sampling Prompt System prompt: HRTZ(ZBEERFP I RAY Y KT
System prompt: You are a ‘g‘o fél F‘Cﬁ (L_j(j- L/TSDGDI_LT\ 75:1§ LTK t.é L\, F

helpful assistant. For each B

query, please generate a set of NZNDE(E<response>dy I TXYI>TLES
f'lve'p0881ble responses, each L\ ) F5A0)2|K1ZIS(5t<text>97T[:I5'>t

within a separate <response>

tag. Responses should each | <probablllty>§77 (L_EE 75?'&1@?3@?( Tg_é

helltcde a  SEcsh > ane 3l mManmerEl e

<probability>. Please sample L\e BICHADEXRDHEMREEZRNO.ILLTE
at random from the [full

distribution / tails of the IRBDESEDHDEBEBHNS SN CHIY TS

distribution, such that the \
probability of each response 1is LJT( 7;—5 LYo

v s o User prompt: REICET D/\s8Z2 1 DHFELL X

User prompt: Write a short
story about a bear. ETO

Figure 2: Ready-to-use Verbalized Sampling (VS)
Prompt. See §1.2 for more variants and detail.



- <response> <text> B

SNSICP v LCESF

CTZO2FEEFX U,

EZo RIFRZEDIFBXK) o IRAD

. BUVEENZRT TABEZEHV

< hlL3

ity>0.45</probability> </response>
= UTco IADVEATESND T B L

$D A% ZREORICERF UL, REE T8, ABH
JRDEZBIIUIEBERBIIC. BRATE—XRY1 V2 LTV, SO FEZ LT TEIFEL. B TEODEEXR

SICBRICLTNDZE) EHAFXR U, BRDEK, MZzH<ITDIEIDHTIA I T
CEDADEELEIBOIEFDTI, </text> <probabili
- <response> <text> WBZHWTULEIRAD, KEREE

“wOThD

REISIRADETT

"BV ZARECETETCDERNRZESIKZ, TNHS. =>EXEULEHMEH>SDYIDHKD

<probability>0.25</probability> </response>

. <response> <text> ZIRERIDRED .

ES UL THENTICEF

ZRITDE. FZITIEEES

EN—DE T TULE U, </text>

ZRZWBHE U, TFHL, FH20L--5 o UH U,

HZNIEHZBIFIEBEMNEVNWTUIRL. BB, REICEZBNTHSTLHGULWERNEN > TcEWVWS, RKREFEIBZRZDA

- <response> <text>

1£7) LA E. TORRBERATEAXR LU, "®heFzv o LT KEPIS/IN\FIVODI
N=Tv bk (8%8%) ELWOBERR. B5lcEoT

ENHDATC. X7 -

DODHEETY, </text> <probability>0.18</probability> </response>

"BRAEDREWI-FIDADHRBLY, EEFEPLEHANVWKR UL, BOEMIEED 73

<probability>0.08</probability> </response>

- <response> <text> MAIR(CEFEUWEED., BN D8RO ZIF1
= L7eh.

BF(C/TEME R I R,

ATIEDN R0 BB ZSTE LTS

BMEUXUL. IELDE

text> <probability>0.04</probability> </response>

— 2Oy RZEFEUVUTESR

l‘%l%\ /\9:0)5%% j

BERD(ESH. TDHRDY -V VLIRRICE W TIEIXBLEV

j't.ﬂf'rtlaaﬁ (L_-g_/\fd)o

FWi-FIn BB A
BHAEZE LURVLWHBSTD P
IEZZWILRIEHD DT, o </text>

LEDEEAXUTE, RISAKRD

1&

FNEBEZ

REFH>TULWEDTI, </

ERZE5T9DE1.0[CE>TULS  Gemini3 Flash (Perplexity)



Instruction: Name a US state. - KEOMZIDZEF T, (Cxt

=Direct  =Pretraining Distribution  =VS I DNE
(KL=16.16) (reference) (KL=0.12) » Y-axis Is log-scaled
°rob . S = =
CA (95%) KL means DILIN\Y O 547
1 > —1&HkE (Kullback-

Leibler divergence)

A

. TX (4.8%)
0.01 od - - Z2DT70Y T ~TLLMDSIE
OH (0.2%) HmzZs|lEBIT & TTDI KRB
0.001 TRICH o oM DBIRESR (T HY
IBRDELIEO>TVNBC ENAD
0.0001 75\%
» Verbalized sampling can

0 . . .

NY CA WA TX FL . (the rest 45 states) produce the distribution of

(log-scale ordered by reference) state presence probability.
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Table 1: Comparison of different prompting methods, given the same computation budget of /N total
responses. k is the number of candidates generated per LLM call, specified in the prompt (e.g., k = 5
for the joke task). 1; denotes the 7-th generated candidate, p; denotes its verbalized probability, and
7(-|x) represents the LLM’s output distribution conditioned on the prompt x. For Multi-Turn and
VS-Multi, h;_1 denotes the conversation history up to turn z — 1, and ¢ denotes the ¢-th turn.

Method LLM Calls Candidates Turns Prompt Example Definition

1. Instance-level Prompt

Direct N 1 1 “Tell a joke about coffee” y; ~ m(y|x)
Coll N 1 1 “Think step-by-step, then tell a joke™ yi ~ T(y|Tcor)
2. List-level Prompt
Sequence IN/E] k 1 “Tell 5 jokes about coffee” (Y15 Yk) ~ (Y15 -, Y| Tseq)
Multi-Turn N 1 N Turn 1: “Tell a joke about coftee VGl

Turn 2+: “Tell another joke about coffee™

3. Distribution-level Prompt (Ours)

VS-Standard N/k k ] “Tell 5 jokes with their probabilities™ (Y1,01), s (Yks D) ~ T(+|2VS)
L e TRk ep Dy sepitheniellS e
VS-CoT ]\7/'1‘ k l jOkeS leth}II)I‘Obe:)lbllltleS” (ylapl)? (yk*pk> . 7T<'|I'VS—COT)
e R T e T e O N P PR Y R B e N (D . (1 e
VS-Multi [N/E] I [Nk Turn 1: “Tell 5 jokes with probabilities (.y](L ). pg o ('3/1(; ). pg )

Turn 2+: “Tell 5 more with probabilities”™ ~ m(-|2vs, hi—1)




Creative writing tasks
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Temperature Ablation Study: Diversity vs Quality Analysis

Direct o Sequence VS-Standard
Model: GPT-4.1 Model: Gemini-2.5-Flash
74 - r 8t:1 0 t=1.2
-+ t=1.2 - =1
72 1+—h= (=0.6 t=1.0\=1.2 - =1 2
o =06 R =08 =06
N =1
> 53 - o BT T\E=1.2 ™ an g =0.6 [ ™ t=10
= E=0. t=1.4 = °2°t=04 t=0.8"1 t=1)0
! Mt=0.4 & 63.6 - t:1.4m i t=0.4
64 | t=1.4
63.4 -
62 -
ol 63.2 -
60 N, , M t=0.4
58 | | | | | | | | | |
10 12 14 16 18 20 10 12 14 16
Diversity Diversity

NS X—% (temperature) DZEEEITXIDH, BENSLKZHRKEDH D ISZEEND
The method surpass tuning temperature in both diversity and quality.




seeing is believing.

Topic: An Astronaut on a Horse
Direct Prompting

e g RS S L et e Py

XL S s g S IR T
Realistic Desert Editorial Photograph Realistic Photo with Action Photograph
Riding on Moon Gallop at Golden Hour of a Space Cowboy Minimalist Desert Horizon = with Glowing Rim Light

Verbalized Sampling (Ours

Cinematic Gallop Retrofuturist Rider Whimsical Storybook Thundering Through Heroic Astronaut in
Under a Looming Earth on a Chrome Horse Watercolor of an Astronaut a Canyons Twin Suns a Baroque Painting



The illusion of thinking
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The lllusion of Thinking: :
Understanding the Strengths and reasoning model)

Limitations of Reasoning Models via

the Lens of Problem Complexity . B OREL E THEEH I ND Z & HS
Parshin Shojaee*T, Iman Mirzadeh* Keivan Alizadeh, Maxwell Horton, Samy Bengio,

Viehrdad Farajtabar W\, RYF—=DT—IDNEET—FIC
ADTCWLWDOEMEDLH D

+ contamination, leaking benchmark

e | | [e[e] Tele] 2220 Hm dataset into the training data set might
< : : : : damage the performance test.

Middle State ‘ i Jl NI sy l n

| O™ e
< - YV FIEDEBEERETED)C L%
Target State ‘ ‘ ‘ e e "R A/.‘ @. A I 5'5 IJ}Eﬁ

Figure 3: Illustration of the four puzzle environments. Columns show the progression from initial  ® They Utilize the Sim ple bUt com pleXity

state (top) through intermediate state (middle) to target state (bottom) for puzzles: Tower
of Hanoi (disk transfer across pegs), Checkers Jumping (position swapping of colored tokens), River tu nable DUZZIG.
Crossing (transporting entities across a river), and Blocks World (stack reconfiguration).

!

Tower of Hanoi Checkers Jumping River Crossing Blocks World

https://machinelearning.apple.com/research/illusion-of-thinking



LLM Response

PegO0O Peg1 Peg2

<think>
Move disk 1 from peg O to peg 2 ...
moves [

[1, 2],

[2, 1],

[1, 1],

[3, 2],

[1, 0],

[2, 2],

[1, 2l
]
Let me double-check this...
</think>

= ==

-

=

-

O FRPFPONOOII

-

Initial State ﬁ

/ \[1, 0, 2]

extract moves from thoughts L[2, ©, 1]
(for analysis) [1, 2, 1]

[3, 0, 2] ‘ ! ‘
Middle State
[1, 1, O]

[2, 1, 2]
[1, 0, 2]

</answer>

<answer> the final answer is moves=...

extract final answer
(for measuring accuracy)

p Target State

1001

1S)
S
o
S

Claude 3.7
(+thinking)

Tokens

80

-
T

ength

-
|

1
1
1
\
\
\
1
|
On

_Cla.u(lc 3.7 ‘O\

Acc uracy ( OAC‘ )

DO
-

Response L

-
|

12345678 10 15 20
Complexity (number of disks)

= 15,000 -
10,000

5,000 -

- == 7\ 0k

Claude 3.7
(+thinking)-

A

Correct Solutions

i

Position within Thoughts

; NQClaude 3.7 041 II “ Incorrect Solutions |
d, 0.2 Bog ¢4 \ ,/83
0000 | &
12345678 10 15 20 123456780910 15
Complexity (number of disks) Complexity (number of disks)

Figure 1: Top: Our setup enables verification of both final answers and intermediate reasoning traces,
allowing detailed analysis of model thinking behavior. Bottom left & middle: At low complexity,
non-thinking models are more accurate and token-efficient. As complexity increases, reasoning models
outperform but require more tokens—until both collapse beyond a critical threshold, with shorter
traces. Bottom right: For correctly solved cases, Claude 3.7 Thinking tends to find answers early
at low complexity and later at higher complexity. In failed cases, it often fixates on an early wrong
answer, wasting the remaining token budget. Both cases reveal inefficiencies in the reasoning process.

I\ 1 DB (tower of
hanoi)

TNIRT S 2% EHS5EN
line charts left to right

10O BRSR
10 disks are obvious
limitations.

LRM(EZZ Z8=
LRM is overthinking.

LRMI(E b—2 YV HEEKIC
FoTW3B

LRM tends to waste on
tokens.




JIN)LDORB(IERZRLY / different puzzles have same results

Tower of Hanoi Checker Jumping Blocks World River Crossing
100 OOOA ' ' g 100 g7 ' ' . 100-¢ ' ' ‘ ' 1 10— r r
' Claude 3.7 Sonnet I i
- 80f (+thinking) _80r 80} i sof 4
X X : X S
i 60 | < 60+ :\Claude 3.7 Sonnet < 60| {Claude 3.7 Sonnet < 60 Claude 3.7 Sonnet
S § +\ (+thinking) S { (+thinking) § (+thinking)
5 40} : 5 40} 5 401 ; 5 40}
8 o-o 8 . 8 . Q
. . O
“ 20! e S 200 I = gl ;= 20) ~
Claude 3.7 SOﬁM Clagc e 3.7 Sonnet ) .7 Sonnet Clagc e 3.7 Sonnet
or . . O 1 A Of . ..QS.‘Q'.“T'C. Q Q Q OQQECD """ : . . Ot ‘B‘Q‘Q’Q—Q—C A AY
12345678 10 15 20 12345678 10 15 20 2 10 20 30 40 50 2345678 10 15 20
Complexity (number of disks) Complexity (number of checkers) Complexity (number of blocks) Complexity (number of people)
100 Qe 100-4\ """" | | g 100? | | | | 1 100+
~ 80r DeepSeek-R1 1 _ 807 1 801 ; 80 F ?
. 60 = 007 3| DeepSeek-R1 > 60[ {DeepSeek-R1 i 0} DeepSeek-R1
S5 40+ . 5 40+ . = 5 40+
3 & 3 : 3 S
“ 20 Q < 20 pes ) * 20
DeepSeek-V3 ' K "Dee:sSeek-VS Deec1>) Seek-V3
or. . ... OO —Q A 0 , OOOO—0< . Q Ay L 2220 e - UMY . . Of KB'O'O'O—O—C Q A)
12345678 10 15 20 12345678 10 15 20 2 10 20 30 40 50 2345678 10 15 20
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Figure 4: Accuracy of thinking models (Claude 3.7 Sonnet with thinking, DeepSeek-R1) versus their
non-thinking counterparts (Claude 3.7 Sonnet, DeepSeek-V3) across all puzzle environments and
varying levels of problem complexity:.



JOVT7NCEEE (PILTURAL) ZANTHI X
Prompts with the solution (algorithm) did not change the situation.

Tower of Hanoi Tower of Hanoi Tower of Hanoi 0 River Crossing
i | T R B T T ] i 17 VI‘ llllllll T ] - T ] 100 T T T T T T T T 1 T T e ! ! f !
100 DeepSeek-R1 100 “\f’: Claude-3.7-Sonnet (thinking) cgc = =#— Claude-3.7-Sonnet (thinking)
=== Alpurithm Given \, === Algorithm Given S D sl
80 | . 80 | O 80r =
—~ = Default — \ Default = S
XX XX \‘ = =
~ 60k ~ 60k . 60 - 6
_, 60 _, 60 ey = 2
Q Q — —
s £ b = =
§ 40 | § 40 | - %ﬁ 40 o0 4
< <l | S =
| — +— 21 + ﬁ’
\ 2 C 75!
[ Yos 5 == Claude-3.7-Sonnet (thinking) R=
O N IR SN NN (NN S N N | 1“ A'F i O N I SN NN NN S NN NN .wl ______ 17 V| i LL‘ or e S Y TN SN NN (N | | | LT-‘ ,,,,, \ \ | \
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Complexity (Number of Disks) Complexity (Number of Disks) Complexity (Number of Disks) Complexity (Number of People)

(a) (b) (c) (d)

Figure 8: (a) & (b) Despite providing the solution algorithm in the prompt, execution failure
occurs at similar points, highlighting reasoning model limitations in logical step execution. (c) &
(d) Notably, the Claude 3.7 Sonnet model demonstrates much longer error-free sequences in the
Tower of Hanoi compared to early errors in the River Crossing scenario.



Summary

o« LLM(EZEMEDHD D - LLM is extremely flexible.

- MEEN LMD EETILDOABERIEL - The higher performance, the more similar
LlTL B Inner representations.

- BRRICBRTEE ST E ULHSH7ARL - Their responses are boring.

. BRK IE%':FTJCJT% JOYVIRFEED - prompt engineering techniques could resolve
&b B this problem.
=SIBEY (C (2 ZTLVR LY - Al does not think logically as human beings do.

« COFRMEZESEDTH? - How can we exploit this flexibility?

s WO RZILABDANDTFENHBDDT - Have not we discovered the appropriate way
(F7ZRUADN? to give Al our intention?



Thank you for listening.
Enjoy SciPyData 2020!



